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1. Introduction. The problem of convergence in distribution of a large class of generalized semimartingales to a continuous process is considerably simplified by a recent theorem of Aldous [1], in conjunction with a result of Cremers and Kadelka [3] on convergence of integral functionals, and the results of Mitoma [15] and Fouque [8] for generalized processes. We will give a convenient convergence criterion in this setting. The proof amounts to a direct combination of the results of the abovementioned authors, requiring only a minor extension (of a special case) of the theorem of Cremers and Kadelka.

The processes we will consider are $\Phi^{\prime}$-valued, where $\Phi^{\prime}$ is the strong dual of $\Phi$, a Fréchet nuclear space or a strict inductive limit of a sequence of Fréchet nuclear spaces. The duality between $\Phi^{\prime}$ and $\Phi$ will be denoted by $\langle\cdot, \cdot\rangle$. In the application $\Phi^{\prime}$ will be $\mathcal{S}^{\prime}\left(R^{d}\right)$, the Schwartz space of tempered distributions, i.e., the dual of the space $\mathcal{S}\left(R^{d}\right)$ of rapidly decreasing infinitely differentiable real functions on $R^{d}$.

We will apply the criterion to prove convergence of the fluctuation process of a supercritical branching particle system with immigration. In order to appreciate the power of the new convergence criterion, which is essentially the idea of Aldous [1], we will show briefly the difficulties that arise in trying to prove convergence of this process by the usual approach involving the increasing process of the associated martingale. Obtaining the increasing process requires major computations, and we had not succeeded in establishing tightness by this approach. The new criterion does not use the increasing process.

The type of process we will consider was introduced in [10] in connection with a system of supercritical branching Brownian motions with immigration in $R^{d}$. The objective of [10] (and the previous papers [9,4]) was to define and study a process containing some useful genealogical information about the system, which cannot be detected if one looks only at the spatial distribution of particles at each time. The idea is to count the number of particles at a final time $T$ (the present) whose ancestors at time $t \in[0, T]$ had positions in given Borel subsets of $R^{d}$. Equivalently, a counting measure is defined

[^0]whose atoms are the locations of the particles present at time $t$, each atom having a random weight equal to the number of descendants of the corresponding particle at time $T$. A counting measure-valued process on $[0, T]$ is thus defined. The main result in [10] is a fluctuation limit theorem as $T \rightarrow \infty$ for this process appropriately rescaled; however, only convergence of finite-dimensional distributions was proved. One of the problems in establishing tightness by the usual semimartingale approach is that it requires estimates based on the increasing process of the martingale part. In this case the jumps caused by the immigration appear in the increasing process in a way that makes it very difficult to handle. We will prove tightness using the new criterion. In addition, the model we will consider here is more general than the one called special model in [10], and is not covered by the computations in that paper.

In Section 2 we will state and prove the convergence criterion. In Section 3 we will describe the particle system, introduce the scaling, and state the fluctuation theorem, and for completeness we will include also the law of large numbers for the system and the Langevin equation satisfied by the fluctuation limit process. In Section 4 we will prove the limit theorems. Section 5 is devoted to a brief discussion of the difficulties involved in proving tightness by the usual approach.

The necessary background on branching processes is contained in the Preliminaries of [10].

We end the Introduction with some notation we will use.
The space of right-continuous with left limits functions from $R_{+}$into $\Phi^{\prime}$ is denoted by $D\left(R_{+}, \Phi^{\prime}\right)$ and is endowed with a Skorokhod-type topology [15,8,12]. The space of continuous elements of $D\left(R_{+}, \Phi^{\prime}\right)$ is denoted by $C\left(R_{+}, \Phi^{\prime}\right)$. For each $n$ let $X^{n} \equiv\left\{X_{t}^{n}, t \in\right.$ $\left.R_{+}\right\}$be processes with values in $E\left(E=\Phi^{\prime}\right.$ or $\left.R^{k}\right)$. We write $X^{n} \rightarrow X$ f.d.d. as $n \rightarrow \infty$, for weak convergence of finite-dimensional distributions, and $X^{n} \Rightarrow X$ as $n \rightarrow \infty$, for weak convergence on $D\left(R_{+}, E\right)$. Similarly for $D([0,1], E)$.

We denote by $\left\{\mathcal{T}_{t}, t \in R_{+}\right\}$the Brownian semigroup

$$
\mathcal{T}_{t} \phi(x)=\int_{R^{d}} \phi(y) p_{t}(x, y) d y, \quad t>0, \quad \mathcal{T}_{0}=I
$$

where

$$
p_{t}(x, y)=(2 \pi t)^{-d / 2} \exp \left\{-|y-x|^{2} / 2 t\right\} .
$$

## 2. Convergence criterion.

THEOREM 2.1. Let $\left\{X^{n}\right\}_{n \geq 1}$ be a sequence of processes with paths in $D\left(R_{+}, \Phi^{\prime}\right)$ and $X^{0}$ a process with paths in $C\left(R_{+}, \Phi^{\prime}\right)$. Assume that
(a) For each $\phi \in \Phi$ there exists $\psi_{\phi} \in \Phi$ such that for every $n \geq 0$ the process

$$
\begin{equation*}
M_{t}^{n}(\phi) \equiv\left\langle X_{t}^{n}, \phi\right\rangle-\int_{0}^{t}\left\langle X_{s}^{n}, \psi_{\phi}\right\rangle d s, \quad t \in R_{+} \tag{2.1}
\end{equation*}
$$

is a martingale.
(b) $X^{n} \rightarrow X^{0}$ f.d.d. as $n \rightarrow \infty$.
(c) For each $K>0$ and $\phi \in \Phi$ there exists $\eta>0$ such that

$$
\sup _{n \geq 1} \int_{0}^{K} E\left|\left\langle X_{t}^{n}, \phi\right\rangle\right|^{1+\eta} d t<\infty .
$$

(d) For each $t \in R_{+}$and $\phi \in \Phi$ the sequence $\left\{M_{t}^{n}(\phi)\right\}_{n \geq 1}$ is uniformly integrable.

Then $X^{n} \Rightarrow X^{0} \quad$ as $n \rightarrow \infty$ in $D\left(R_{+}, \Phi^{\prime}\right)$.
Remarks. (1) Conditions (c) and (d) of the theorem are satisfied if for each $K>0$ and $\phi \in \Phi$,

$$
\begin{equation*}
\sup _{n \geq 1} \sup _{t \in[0, K]} E\left\langle X_{t}^{n}, \phi\right\rangle^{2}<\infty . \tag{2.2}
\end{equation*}
$$

(2) The convergence criterion also holds for $R^{k}$-valued processes, since $\left(X_{1}, \ldots, X_{k}\right) \in R^{k}$ can be viewed as an element $X$ of $\mathcal{S}^{\prime}\left(R^{d}\right)$ of the form $X=\sum_{i=1}^{k} X_{i} \delta_{x_{i}}$, where the $\delta_{x_{i}}$ are Dirac distributions at different fixed points $x_{1}, \ldots, x_{k} \in R$.
(3) When $\Phi$ is a countably Hilbert nuclear space, the convergence criterion is extended in [7] to cover a wider range of applications in the following way: the function $\psi_{\phi}$ in (2.1) is allowed to depend on $n$ and $s$.

The proof of this theorem will be an immediate consequence of the following lemmas.
Lemma 2.2 (Aldous [1]). For each $n \geq 0$, let $M^{n}$ be a real martingale, $A^{n}$ and $B^{n}$ an increasing and a decreasing process, respectively, such that
(a) $\left(M^{n}, A^{n}, B^{n}\right) \longrightarrow\left(M^{0}, A^{0}, B^{0}\right)$ f.d.d. as $n \rightarrow \infty$.
(b) $M^{0}, A^{0}$, and $B^{0}$ have continuous paths.
(c) For each $t \in R_{+},\left\{M^{n}(t)\right\}_{n \geq 1}$ is uniformily integrable.

Then $X^{n} \equiv M^{n}+A^{n}+B^{n} \Rightarrow X^{0} \equiv M^{0}+A^{0}+B^{0}$ in $D\left(R_{+}, R\right)$.
Lemma 2.3 (Cremers and Kadelka [3]). For each $n \geq 0$, let $X^{n}$ be a process with paths in $D\left(R_{+}, R^{k}\right)$. Assume that
(a) $X^{n} \rightarrow X^{0}$ f.d.d. as $n \rightarrow \infty$.
(b) For each $K>0$ and some $\eta>0$

$$
\sup _{n \geq 1} \int_{0}^{K} E\left|X_{i}^{n}(t)\right|^{1+\eta} d t<\infty, \quad i=1, \ldots, k
$$

Then

$$
\begin{aligned}
\left(X^{n}(\cdot), \int_{0}\left(X^{n}(s)\right)^{+} d s, \int_{0}\left(X^{n}(s)\right)^{-} d s\right) \rightarrow & \left(X^{0}(\cdot), \int_{0}\left(X^{0}(s)\right)^{+} d s, \int_{0}\left(X^{0}(s)\right)^{-} d s\right) \\
& \text { f.d.d. as } n \rightarrow \infty,
\end{aligned}
$$

$$
\text { where } x^{+}=\left(x_{1}^{+}, \ldots, x_{k}^{+}\right), x^{-}=\left(x_{1}^{-}, \ldots, x_{k}^{-}\right) .
$$

Remark. Cremers and Kadelka [3] proved Lemma 2.3 more generally for a class of functionals of the form $\int \phi(s, x(s)) d \mu(s)$. In our case $\mu$ is Lebesgue measure on $[0, K]$ and the functions $\phi: R_{+} \times R^{k} \rightarrow R$ are $\phi\left(s,\left(x_{1}, \ldots, x_{k}\right)\right)=1_{[0, t]}(s) x_{i}^{+}$, and
$\phi\left(s,\left(x_{1}, \ldots, x_{k}\right)\right)=1_{[0, t]}(s) x_{i}^{-}$, for $i=1, \ldots, k, t=t_{1}, \ldots, t_{m}$. The result in [3] refers only to the convergence of the functionals, not including the process itself, but the proof is completely similar.

PROOF OF Theorem 2.1. Since by hypothesis $X^{n} \rightarrow X^{0}$ f.d.d., we only have to show tightness of $\left\{X^{n}\right\}_{n \geq 1}$ to prove the theorem [15,8]. For each $\phi \in \Phi$ and $n \geq 0$ we write $\left\langle X^{n}, \phi\right\rangle \equiv\left\{\left\langle X_{t}^{n}, \phi\right\rangle, t \in R_{+}\right\}$. By $[15,8]$ it suffices to prove tightness of $\left\{\left\langle X^{n}, \phi\right\rangle\right\}_{n \geq 1}$ for each $\phi \in \Phi$.

By (2.1) the process $\left\langle X^{n}, \phi\right\rangle$ is expressed as

$$
\left\langle X^{n}, \phi\right\rangle=M^{n}(\phi)+A^{n}(\phi)+B^{n}(\phi), \quad n \geq 0
$$

where $A^{n}(\phi)$ and $B^{n}(\phi)$ are given by

$$
\begin{aligned}
& A_{t}^{n}(\phi)=\int_{0}^{t}\left\langle X_{r}^{n}, \psi_{\phi}\right\rangle^{+} d r \\
& B_{t}^{n}(\phi)=-\int_{0}^{t}\left\langle X_{r}^{n}, \psi_{\phi}\right\rangle^{-} d r .
\end{aligned}
$$

Note that $M^{0}(\phi), A^{0}(\phi), B^{0}(\phi)$ are continuous since $\left\langle X^{0}, \phi\right\rangle$ is continuous.
Then, in order to obtain tightness of $\left\{\left\langle X^{n}, \phi\right\rangle\right\}_{n \geq 1}$ (in fact convergence in $D\left(R_{+}, R\right)$ ) it suffices to verify condition (a) of Lemma 2.2 , since condition (b) holds, and condition (c) is hypothesis (d) of the theorem. But condition (a) of Lemma 2.2 follows from Lemma 2.3 due to hypotheses (b) and (c) of the theorem and the continuity of the map ( $x, y, z$ ) $\longmapsto$ $(x-y-z, y, z)$.
3. Particle system. The particle system in the Euclidean space $R^{d}$ evolves as follows: Particles are distributed at time 0 and immigrate at later times according to independent Poisson random fields with intensities $\gamma \geq 0$ in a set $B \in \mathcal{B}\left(R^{d}\right)$ and $\beta \geq 0$ in a set $\mathcal{C} \in \mathcal{B}\left(R^{d} \times R_{+}\right)$, respectively. Each initial and each immigrant particle independently migrates according to a standard Brownian motion, and after an exponential lifetime with parameter $V$ branches according to a law $\left\{\pi_{n}, n=0,1, \ldots\right\}$ with finite third moment, whose mean, second and third factorial moments we denote by $m_{1}, m_{2}$ and $m_{3}$, respectively. The offspring particles obey the same rules starting their migrations from the locations where their parents branched. We consider the supercritical case, i.e. $m_{1}>1$, and assume for simplicity $\pi_{0}=0$, hence all descendence lines are infinite. We assume the sets $B$ and $\mathcal{C}$ satisfy $K B=B$ and $K \mathcal{C}_{t}=\mathcal{C}_{t}$, where $\mathcal{C}_{t}=\left\{x \in R^{d} \mid(x, t) \in \mathcal{C}\right\}$ is the $t$-section of $\mathcal{C}$, for all $K>0$ and $t>0$. Furthermore we assume that $\mathcal{C}_{t}$ converges as $t \rightarrow \infty$ and denote the limit by $Q$.

We count the particles at a final time $T$ (considered as the present), and denote by $\hat{N}_{t, T}(A)$ the number of particles living at time $T$ such that their ancestors at time $t \in[0, T]$ had positions in $A \in \mathcal{B}\left(R^{d}\right)$. Hence $\hat{N}_{t, T}$ is a random counting measure whose atoms are the positions of the particles present at time $t$, each atom having a random weight equal to the number of descendants of the corresponding particle at time $T$. Additionally we weight each atom of $\hat{N}_{t, T}$ by $e^{-\alpha(T-s)}$, where $\alpha=V\left(m_{1}-1\right)>0$ is the Malthusian
parameter of the branching and $s$ is the time of birth of the first ancestor of the corresponding particle. Replacing the immigration intensity $\beta$ by $\beta / T$ and introducing the space-time scaling $(x, t) \mapsto\left(T^{1 / 2} x, T t\right)$, we designate by $N^{T} \equiv\left\{N_{t}^{T}, t \in[0,1]\right\}$ the random counting measure-valued process so obtained from $\hat{N}_{t, T}$.

Let $X^{T} \equiv\left\{X_{t}^{T}, t \in[0,1]\right\}$ denote the fluctuation process defined by

$$
X_{t}^{T}=T^{-d / 4}\left(N_{t}^{T}-E N_{t}^{T}\right), \quad t \in[0,1] .
$$

The asymptotic behaviour of the process $N^{T}$ is contained in the following two theorems.

Theorem 3.1 (Law of Large numbers). For each $t \in[0,1]$ and $\phi \in \mathcal{S}\left(R^{d}\right)$,

$$
T^{-d / 2}\left\langle N_{t}^{T}, \phi\right\rangle \rightarrow \gamma \int_{B} \mathcal{I}_{t} \phi(y) d y+\beta \int_{0}^{t} \int_{Q} \mathcal{T}_{t-s} \phi(y) d y d s
$$

in $L^{2}$ as $T \rightarrow \infty$.
Theorem 3.2 (Fluctuation limit). (a) $X^{T} \Rightarrow X$ in $D\left([0,1], \mathcal{S}^{\prime}\left(R^{d}\right)\right.$ ) as $T \rightarrow \infty$, where $X \equiv\left\{X_{t}, t \in[0,1]\right\}$ is a centered Gaussian $S^{\prime}\left(R^{d}\right)$-valued process with covariance functional

$$
\begin{align*}
\operatorname{Cov}\left(\left\langle X_{s}, \phi\right\rangle,\left\langle X_{t}, \psi\right\rangle\right)= & m_{2}\left(m_{1}-1\right)^{-1}\left\{\gamma \int_{B} \mathcal{I}_{s} \phi(x) \mathcal{I}_{t} \psi(x) d x\right. \\
& \left.+\beta \int_{0}^{s} \int_{Q} \mathcal{T}_{s-r} \phi(x) \mathcal{T}_{t-r} \psi(x) d x d r\right\} \tag{3.1}
\end{align*}
$$

for each $s, t \in[0,1], s \leq t, \phi, \psi \in \mathcal{S}\left(R^{d}\right)$.
(b) $X$ is a (Markovian) generalized Ornstein-Uhlenbeck process which satisfies the generalized Langevin equation

$$
\begin{gathered}
d X_{t}=\frac{1}{2} \Delta X_{t} d t+\left[m_{2}\left(m_{1}-1\right)^{-1} \beta\right]^{1 / 2} d W_{t}^{Q}, \quad t \in[0,1], \\
X_{0}=\left[m_{2}\left(m_{1}-1\right)^{-1} \gamma\right]^{1 / 2} W^{B},
\end{gathered}
$$

where $W^{B}$ is a standard white noise on $B$, and $W^{Q} \equiv\left\{W_{t}^{Q}, t \in[0,1]\right\}$ is an $\mathcal{S}^{\prime}\left(R^{d}\right)$ valued Wiener process with covariance functional

$$
\operatorname{Cov}\left(\left\langle W_{s}^{Q}, \phi\right\rangle,\left\langle W_{t}^{Q}, \psi\right\rangle\right)=(s \wedge t) \int_{Q} \phi(x) \psi(x) d x
$$

(i.e., $d W^{Q}$ is a standard space-time white noise on $\left.Q \times[0,1]\right)$. Hence for each $\phi \in$ $\mathcal{S}\left(R^{d}\right)$,

$$
\begin{equation*}
\left\langle X_{t}, \phi\right\rangle-\int_{0}^{t}\left\langle X_{s}, \frac{1}{2} \Delta \phi\right\rangle d s, \quad t \in[0,1], \tag{3.2}
\end{equation*}
$$

is a martingale.
(c) For each $t \in(0,1], X_{t}$ is induced by an ordinary Gaussian random field.

REmARKS. (1) The nature of the fluctuation limit process $X$ can be explained intuitively as follows. The particle system can be viewed as the sum of a compound Poisson field on $B \subset R^{d}$ with intensity $\gamma$ at time 0 and an independent compound Poisson field on $\mathcal{C} \subset R^{d} \times R_{+}$with intensity $\beta$, every point of each of these two Poisson fields originating an independent supercritical branching Brownian motion. Each one of these supercritical Brownian motions is scaled and weighted so that its associated measure-valued process converges almost surely to the process $\left\{Z \mathcal{T}_{t}\right\}$, where $Z$ is a certain random variable related only to the branching and $\mathcal{T}_{t}$ is the Brownian semigroup (this follows from an almost-sure invariance principle [11]). Hence, asymptotically the system behaves as a sum of two independent compound Poisson fields on $B$ and $C$, with an independent copy of the process $\left\{Z \mathcal{T}_{t}\right\}$ starting from each point of each of these two Poisson fields. (Note that this is different from the system with an independent Brownian motion stemming from each Poisson point, which has another type of fluctuation limit, see [2], Section 4, Example 2). As a consequence, in the limit the branching and the migration have deterministic effects represented by the constant $E Z^{2}=m_{2}\left(m_{1}-1\right)^{-1}$ and the operator $\frac{1}{2} \Delta$, respectively, and all the randomness comes from the two Poisson fields, whose fluctuations converge to the initial spatial white noise $\gamma^{1 / 2} W^{B}$ and to the immigration space-time white noise $\beta^{1 / 2} d W^{Q}$. Therefore the fluctuation limit process $X$ evolves according to the heat equation perturbed by the space-time white noise $\left[m_{2}\left(m_{1}-1\right)^{-1} \beta\right]^{1 / 2} d W^{Q}$, with random initial condition $\left[m_{2}\left(m_{1}-1\right)^{-1} \gamma\right]^{1 / 2} W^{B}$. This is precisely what the generalized Langevin equation for $X$ represents. On the other hand, this heuristic argument explains also why for each $t>0$ the generalized random field $X_{t}$ is induced by an ordinary random field, although $X_{0}$ is not [10]. The smoothing effect of the heat semigroup is not affected by the space-time white noise perturbation.
(2) The assumptions $K B=B, K \mathcal{C}_{t}=\mathcal{C}_{t}, \mathcal{C}_{t} \rightarrow Q$ as $t \rightarrow \infty$ should also have been made in [10], where in the limit results $C$ should be $Q \times[0,1]$.
(3) The asymptotic behaviour described by the previous theorem is analogous if, instead of Brownian motion, the particles migrate according to a symmetric stable process with exponent $\alpha \in(0,2)$. The operator $\frac{1}{2} \Delta$ is replaced by $\Delta_{\alpha} \equiv-(-\Delta)^{\alpha / 2}$, and $\mathcal{T}_{t}$ by the corresponding semigroup, but the fluctuation limit process is still continuous. The only difference is that the Langevin equation is interpreted in a generalized sense, explained in [5], because $\Delta_{\alpha}$ does not map $S^{\prime}\left(R^{d}\right)$ into itself.
4. Proofs of the limit theorems. We recall the following notation introduced above. For $t \in[0, T]$ and $A \in \mathcal{B}\left(R^{d}\right)$,

$$
\begin{aligned}
\hat{N}_{t, T}(A)= & \text { number of particles present at time } T \text { whose } \\
& \text { ancestors at time } t \text { had positions in } A .
\end{aligned}
$$

Similarly, for $x \in R^{d}, s \leq t \leq T$ and $A \in \mathcal{B}\left(R^{d}\right)$, we denote
$\hat{N}_{x, S, t, T}(A)=$ number of particles present at time $T$ whose ancestors at time $t$ had positions in $A$, starting with a single particle born at the point $x$ at time $s$.
$\left(\hat{N}_{x, s, t, T}=0\right.$ for $\left.s>t\right)$. Then

$$
\begin{equation*}
\hat{N}_{t, T}=\sum_{i} \hat{N}_{p_{i}, 0, t, T}+\sum_{i} \hat{N}_{q_{i}, u_{i}, T}, T, \tag{4.1}
\end{equation*}
$$

where $\left\{p_{i}\right\}_{i=1,2, \ldots}$ are the points of the initial Poisson field (with intensity $\gamma$ in $B$ ) and $\left\{\left(q_{i}, u_{i}\right)\right\}_{i=1,2, \ldots}$ are the points of the immigration Poisson field (with intensity $\beta$ in $\mathcal{C}$ ).

Each atom of $\hat{N}_{t, T}$ is weighted by multliplying $\hat{N}_{x, s, t, T}$ by $e^{-\alpha(T-s)}$, and we write

$$
\begin{equation*}
N_{x, s, t, T}=e^{-\alpha(T-s)} \hat{N}_{x, s, t, T}, \tag{4.2}
\end{equation*}
$$

and $N_{t, T}$ for the random measure so defined; hence we have from (4.1),

$$
\begin{equation*}
N_{t, T}=\sum_{i} N_{p_{i}, 0, t, T}+\sum_{i} N_{q_{i}, u_{i}, t, T} \tag{4.3}
\end{equation*}
$$

For simplicity of notation we may write

$$
\begin{equation*}
N_{t, T}=\sum_{i} N_{q_{i}, u_{i}, t, T}, \tag{4.4}
\end{equation*}
$$

where $\left\{\left(q_{i}, u_{i}\right)\right\}_{i}$ includes the immigrant as well as the initial particles.
Given times $s \leq t \leq T$ and a particle located at $x_{i}$ at time $s$, we designate by $x_{i k}$ the location of the k -th descendant of the particle at time $t$, and we write $k(t)$ to refer explicitly to the time $t$. We denote by $Z_{t, T}^{x}$ the total number of descendants at time $T$ of a particle located at $x$ at time $t$.

Considering $N_{t, T}$ as an $S^{\prime}\left(R^{d}\right)$-valued process, we have from (4.4), for each $\phi \in$ $S\left(R^{d}\right)$,

$$
\begin{align*}
\left\langle N_{t, T}, \phi\right\rangle & =\sum_{i, u_{i} \leq t}\left\langle N_{q_{i}, u_{i}, t, T}, \phi\right\rangle \\
& =\sum_{i, u_{i} \leq t} \sum_{k(t)} \phi\left(q_{i k}\right) e^{-\alpha\left(T-u_{i}\right)} \mathcal{Z}_{t, T}^{q_{i}} . \tag{4.5}
\end{align*}
$$

Under the immigration intensity $\beta / T$ and the space-time scaling $(x, t) \mapsto\left(T^{1 / 2} x, T t\right)$, we denote by $N_{x, s, t}^{T}$ and $N_{t}^{T}$ the scaled random measures corresponding to $N_{x, s, t}$ and $N_{t, T}$, respectively. Thus

$$
\begin{equation*}
\left\langle N_{t}^{T}, \phi\right\rangle=\left\langle N_{T, T}, \phi^{T}\right\rangle, \tag{4.6}
\end{equation*}
$$

where $\phi^{T}=\phi\left(\cdot / T^{1 / 2}\right)$ and $N_{T t, T}$ is given by (4.3) with $\beta / T$ instead of $\beta$.
For $\phi, \psi \in S\left(R^{d}\right)$ and $s \leq t \leq T$ the following moment expressions are obtained as in [10], using (4.2) and (4.5):

$$
\begin{equation*}
E\left\langle N_{t, T}, \phi\right\rangle=\gamma \int_{B} E\left\langle N_{x, 0, t, T}, \phi\right\rangle d x+\beta \int_{0}^{t} \int_{\mathcal{C}_{r}} E\left\langle N_{x, r, t, T}, \phi\right\rangle d x d r \tag{4.7}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{Cov}\left(\left\langle N_{s, T}, \phi\right\rangle,\left\langle N_{t, T}, \psi\right\rangle\right)=\gamma & \int_{B} E\left\langle N_{x, 0, s, T}, \phi\right\rangle\left\langle N_{x, 0, t, T}, \psi\right\rangle d x \\
& +\beta \int_{0}^{s} \int_{C_{r}} E\left\langle N_{x, r, s, T}, \phi\right\rangle\left\langle N_{x, r, t, T}, \psi\right\rangle d x d r . \tag{4.8}
\end{align*}
$$

The next lemma gives the explicit expressions for (4.7) and (4.8), already scaled.

Lemma 4.1. For each $T>0, t \in[0,1], s \leq t$ and $\phi, \psi \in \mathcal{S}\left(R^{d}\right)$,

$$
\begin{equation*}
E\left\langle N_{t}^{T}, \phi\right\rangle=T^{d / 2}\left\{\gamma \int_{B} \mathcal{T}_{t} \phi(x) d x+\beta \int_{0}^{t} \int_{\mathcal{C}_{T r}} \mathcal{T}_{t-r} \phi(x) d x d r\right\} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{align*}
& \operatorname{Cov}\left(\left\langle N_{s}^{T}, \phi\right\rangle,\left\langle N_{t}^{T}, \psi\right\rangle\right)  \tag{4.10}\\
&= T^{d / 2} \gamma\left[m_{2} e^{-\alpha T s}+\left(m_{2}-m_{1}+1\right) e^{-\alpha T}\right]\left(m_{1}-1\right)^{-1} \int_{B} \mathcal{T}_{s}\left(\phi \mathcal{T}_{t-s} \psi\right)(x) d x \\
& \quad+T^{d / 2} \gamma m_{2}\left(m_{1}-1\right)^{-1} \int_{B}^{s} \int_{0}^{s} \alpha T e^{-\alpha T_{u}} \mathcal{T}_{u}\left[\left(\mathcal{T}_{s-u} \phi\right)\left(\mathcal{T}_{t-u} \psi\right)\right](x) d u d x \\
& \quad+T^{d / 2} \beta\left(m_{1}-1\right)^{-1} \int_{0}^{s} \int_{\mathcal{C}_{T r}}\left[m_{2} e^{-\alpha T(s-r)}+\left(m_{2}-m_{1}+1\right) e^{-\alpha T(1-r)}\right] \\
& \quad+T^{d / 2} \beta m_{2}\left(m_{1}-1\right)^{-1} \int_{0}^{s} \int_{\mathcal{C}_{T w}} \int_{0}^{s-w} \alpha e^{-\alpha T_{v}} \mathcal{T}_{v}\left[\left(\mathcal{T}_{s-w-v} \phi\right)\left(\mathcal{T}_{t-w-v} \psi\right)\right](x) d v d x d w .
\end{align*}
$$

Proof. By (4.2), (4.5) and (4.6),

$$
E\left\langle N_{t}^{T}, \phi\right\rangle=\gamma \int_{B} E\left\langle N_{x, 0, T, T}, \phi^{T}\right\rangle d x+\beta / T \int_{0}^{T_{t}} \int_{C_{r}} E\left\langle N_{x, r, T t, T}, \phi^{T}\right\rangle d x
$$

In [10] it is shown that

$$
\begin{equation*}
E\left\langle N_{x, r, t, T}, \phi\right\rangle=E\left\langle N_{x, r, t, t}, \phi\right\rangle, \tag{4.11}
\end{equation*}
$$

and the right-hand side of (4.11) is computed explicitly in [13], formula (5.6) ([13] deals with a multitype model. This formula is given below in connection with the second moment). Using these results we obtain

$$
E\left\langle N_{t}^{T}, \phi\right\rangle=\gamma \int_{B} \mathcal{T}_{T_{t}} \phi^{T}(x) d x+\beta / T \int_{0}^{T_{t}} \int_{\mathcal{C}_{r}} \mathcal{T}_{T_{t-r}} \phi^{T}(x) d x d r
$$

The self-similarity of Brownian motion implies $\mathcal{T}_{T_{s}} \phi^{T}=\left(\mathcal{T}_{s} \phi\right)^{T}$, and with the change of variable $u=r / T$ in the second integral we have

$$
E\left\langle N_{t}^{T}, \phi\right\rangle=\gamma \int_{B}\left(\mathcal{I}_{t} \phi\right)^{T}(x) d x+\beta \int_{0}^{t} \int_{\mathcal{C}_{T u}}\left(\mathcal{I}_{t-u} \phi\right)^{T}(x) d x d u
$$

and since $T^{-d / 2} B=B$ and $T^{-d / 2} \mathcal{C}_{r}=\mathcal{C}_{r}$ for all $r>0$,

$$
E\left\langle N_{t}^{T}, \phi\right\rangle=\gamma T^{d / 2} \int_{B} \mathcal{T}_{t} \phi(x) d x+\beta T^{d / 2} \int_{0}^{t} \int_{\mathcal{C}_{T_{u}}} \mathcal{T}_{t-u} \phi(x) d x d u
$$

Hence (4.9) is proved.
Expression (4.10) can be obtained in a similar way, using (4.2), (4.5), (4.6), (4.8), the fact [10] (formulas (e),(f),(g)):

$$
\begin{aligned}
& E\left\langle N_{x, r, s, T}, \phi\right\rangle\left\langle N_{x, r, t, T}, \psi\right\rangle \\
& =e^{-2 \alpha(T-r)}\left\{\left(m_{2}-m_{1}+1\right)\left(m_{1}-1\right)^{-1}\left(e^{2 \alpha(T-s)}-e^{\alpha(T-s)}\right) E\left\langle\hat{N}_{x, r, s, s,}, \phi \mathcal{T}_{t-s} \psi\right\rangle\right. \\
& \left.\quad+e^{2 \alpha(T-s)} E\left\langle\hat{N}_{x, r, s, s}, \phi\right\rangle\left\langle\hat{N}_{x, r, s, s}, \mathcal{T}_{t-s} \psi\right\rangle\right\}, \quad s \leq t,
\end{aligned}
$$

and formulas (5.6) and (5.7) of [13] (reduced to the single type case), namely,

$$
E\left\langle\hat{N}_{x, r, s, s}, \xi\right\rangle=e^{\alpha(s-r)} \mathcal{T}_{s-r} \xi(x)
$$

and

$$
\begin{aligned}
& E\left\langle\hat{N}_{x, r, s, s,}, \phi\right\rangle\left\langle\hat{N}_{x, r, s, s}, \xi\right\rangle \\
& \quad=e^{\alpha(s-r)} \mathcal{T}_{s-r}(\phi \xi)(x)+m_{2} V e^{2 \alpha(s-r)} \int_{0}^{s-r} e^{-\alpha u} \mathcal{T}_{u}\left[\left(\mathcal{T}_{s-r-u} \phi\right)\left(\mathcal{T}_{s-r-u} \xi\right)\right](x) d u
\end{aligned}
$$

We omit this calculation since it is rather tedious.
The following consequence is immediate.

## Corollary 4.2. For $s \leq t$, and $\phi, \psi \in \mathcal{S}\left(R^{d}\right)$,

$$
\begin{equation*}
T^{-d / 2} E\left\langle N_{t}^{T}, \phi\right\rangle \rightarrow \gamma \int_{B} \mathcal{T}_{t} \phi(x) d x+\beta \int_{0}^{t} \int_{Q} \mathcal{T}_{t-r} \phi(x) d x d r \tag{4.12}
\end{equation*}
$$

and

$$
\begin{align*}
& T^{-d / 2} \operatorname{Cov}\left(\left\langle N_{s}^{T}, \phi\right\rangle,\left\langle N_{t}^{T}, \psi\right\rangle\right) \\
& \text { 4. 13) } \rightarrow m_{2}\left(m_{1}-1\right)^{-1}\left\{\gamma \int_{B} \mathcal{T}_{s} \phi(x) \mathcal{T}_{t} \psi(x) d x+\beta \int_{0}^{s} \int_{Q} \mathcal{T}_{s-r} \phi(x) \mathcal{T}_{t-r} \psi(x) d x d r\right\}, \tag{4.13}
\end{align*}
$$

as $T \rightarrow \infty$.
Proof. These results follow from (4.9) and (4.10) since $\alpha T e^{-\alpha T v} \rightarrow \delta_{0}$ as $T \rightarrow \infty$ and $\mathcal{C}_{T r} \rightarrow Q$ as $T \rightarrow \infty(r>0)$.

The proof of Theorem 3.1 follows from (4.12) and (4.13) the same way as the proof of the law of large numbers in [10].

The following lemma will be used in the proof of tightness in Theorem 3.2.
Lemma 4.3. For each $\phi \in \mathcal{S}\left(R^{d}\right)$,

$$
\begin{equation*}
M_{t}^{T}(\phi) \equiv\left\langle X_{t}^{T}, \phi\right\rangle-\int_{0}^{t}\left\langle X_{r}^{T}, \frac{1}{2} \Delta \phi\right\rangle d r, \quad t \in[0,1] \tag{4.14}
\end{equation*}
$$

is a martingale.
Proof. In the technical report version of [10] it is proved that

$$
\begin{equation*}
Z_{t}(\phi) \equiv\left\langle N_{t, T}, \phi\right\rangle-\int_{0}^{t}\left\langle N_{r, T}, \frac{1}{2} \Delta \phi\right\rangle d r-H_{t}(\phi), \quad t \in[0, T], \tag{4.15}
\end{equation*}
$$

is a martingale with respect to the filtration $\mathcal{F}_{t}^{T}=\mathcal{F}\left\{\left\langle N_{s, T}, \psi\right\rangle, s \leq t, \psi \in \mathcal{S}\left(R^{d}\right)\right\}$, where

$$
H_{t}(\phi) \equiv \sum_{i, u_{i} \leq t} \phi\left(q_{i}\right) e^{-\alpha\left(T-u_{i}\right)} Z_{u_{i}, T}^{q_{i}},
$$

and $\left\{\left(u_{i}, q_{i}\right)\right\}_{i}$ are the times and places of the initial and immigrant particles, $\left\{x_{i}(r)\right\}_{i}$ are the locations of the atoms of $N_{r, T},\left\{s_{i}(r)\right\}_{i}$ are the times of birth of their corresponding first ancestors, and $Z_{t, T}^{x}$ is the total number of descendants at time $T$ of a particle located at
$x$ at time $t$. Since $\left\{H_{t}(\phi), t \in[0, T]\right\}$ is a process such that $H_{t}(\phi)-H_{s}(\phi)$ is independent of $\mathcal{F}_{s}^{T}$ for $s<t$, then

$$
\begin{equation*}
Y_{t}^{T}(\phi) \equiv\left\langle N_{t, T}, \phi\right\rangle-\int_{0}^{t}\left\langle N_{r, T}, \frac{1}{2} \Delta \phi\right\rangle d r-E H_{t}(\phi), \quad t \in[0, T] \tag{4.16}
\end{equation*}
$$

is a martingale. Introducing the scaling (4.6) and using $\Delta\left(\phi^{T}\right)=T^{-1}(\Delta \phi)^{T}$, it follows that

$$
\begin{equation*}
\left\langle N_{t}^{T}, \phi\right\rangle-\int_{0}^{t}\left\langle N_{r}^{T}, \frac{1}{2} \Delta \phi\right\rangle d r-E H_{t}^{T}(\phi), \quad t \in[0,1] \tag{4.17}
\end{equation*}
$$

is a martingale, where $H_{t}^{T}(\phi) \equiv H_{T t}\left(\phi^{T}\right)$ is obtained from the process $\left\{H_{t}(\phi)\right\}$ with immigration intensity $\beta / T$ and the space-time scaling. Finally, the martingale (4.14) is obtained from the definition of $X_{t}^{T}$ and the martingale (4.17).

Proof of Theorem 3.2. The $S^{\prime}\left(R^{d}\right)$-valued Gaussian process $X$ with covariance functional given by (3.1) exists by Kolmogorov's extension theorem, and it can be shown in the usual way [14] that it has a continuous version. The Langevin equation for $X$ is obtained from the covariance functional by the result of [2], and therefore we have the martingale (3.2) associated with $X$.

We also have the martingale (4.14) associated with $X^{T}$ given by Lemma 4.3.
The proof of $X^{T} \rightarrow X$ f.d.d. as $T \rightarrow \infty$ is done the same way as in Theorem 4.6 of [10], using the assumption $m_{3}<\infty$.

Hence, in order to prove part (a) of the theorem it remains only to verify condition (2.2), and the conclusion then follows from Theorem 2.1.

From (4.10) it can be shown that for each $K>0$ and $\phi \in \mathcal{S}\left(R^{d}\right)$ there is a constant $M_{K, \phi}$ depending on $K$ and $\phi$, such that

$$
E\left(\left\langle X_{t}^{T}, \phi\right\rangle\right)^{2} \leq M_{K, \phi} \text { for all } t \in[0,1] \text { and } T>0,
$$

which implies condition (2.2).
The fact that $X_{t}$ is induced by an ordinary Gaussian random field for $t \in(0,1]$ is proved by standard methods.
5. Comparison with the usual approach. By the usual approach to proving tightness we mean the application of Theorem 8.6 and Remark 8.7 of Chapter 3 of [6], where the bound is obtained by means of estimates based in the increasing processes of the martingales associated with the processes. In our case the increasing processes are given in the following lemma.

Lemma 5.1. For each $\phi \in \mathcal{S}\left(R^{d}\right)$ and $T>0$, the increasing processes of the martingales (4.16) and (4.14) are given by

$$
\begin{aligned}
&\left\langle Y^{T}(\phi)\right\rangle_{t} \equiv T^{-1} \int_{0}^{t} \sum_{i}\left|\nabla \phi\left(x_{i}(T r) T^{-1 / 2}\right)\right|^{2} e^{-2 \alpha\left(T-s_{i}(T r)\right)}\left(Z_{T r, T}^{x_{i}(T r) / T^{1 / 2}}\right)^{2} d r \\
&+ E J_{t}^{T}(\phi)^{2}, \quad t \in[0,1]
\end{aligned}
$$

and

$$
\begin{equation*}
\left\langle M^{T}(\phi)\right\rangle_{t}=T^{-d / 2}\left\langle Y^{T}(\phi)\right\rangle_{t}, \quad t \in[0,1], \tag{5.1}
\end{equation*}
$$

respectively, where $J_{t}^{T}(\phi)=H_{t}^{T}(\phi)-E H_{t}^{T}(\phi)$.
PROOF. In the preliminary version of [10] it is proved that the increasing process of the martingale (4.15) is given by

$$
\langle Z(\phi)\rangle_{t}=\int_{0}^{t} \sum_{i} \mid \nabla \phi\left(\left.x_{i}(r)\right|^{2} e^{-2 \alpha\left(T-s_{i}(r)\right.}\right)_{\left(Z_{r, T}^{x_{i}(r)}\right)^{2}} d r, \quad t \in[0, T],
$$

The result is then obtained similarly as in the proof of Lemma 4.3, using $\nabla \phi^{T}=$ $T^{-1 / 2}(\nabla \phi)^{T}$.

REMARK. The proof that the increasing process of $Z(\phi)$ is given as above [10], although it can be simplified, requires a significant amount of heavy computations.

In order to apply the sufficient condition for tightness of $\left\{\left\langle X^{T}, \phi\right\rangle\right\}_{T>1}$ given by [6] we need the existence of a random variable $\Gamma_{T, \delta} \geq 0$ such that

$$
E\left[\left(\left\langle X_{t+\delta}^{T}, \phi\right\rangle-\left\langle X_{t}^{T}, \phi\right\rangle\right)^{2} \mid \mathcal{F}_{t}^{T}\right] \leq E\left[\Gamma_{T, \delta} \mid \mathcal{F}_{t}^{T}\right], \quad t \in[0,1), \delta \in(0,1-t]
$$

and

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \limsup _{T \geq 1} E \Gamma_{T, \delta}=0 . \tag{5.2}
\end{equation*}
$$

Using the martingale (4.14), its increasing process (5.1) and elementary inequalities, we have

$$
\begin{align*}
& E\left[\left(\left\langle X_{t+\delta}^{T}, \phi\right\rangle-\left\langle X_{t}^{T}, \phi\right\rangle\right)^{2} \mid \mathcal{F}_{t}^{T}\right] \\
& \leq 2 E\left[\left(M_{t+\delta}^{T}(\phi)-M_{t}^{T}(\phi)\right)^{2} \mid \mathcal{F}_{t}^{T}\right]+2 E\left[\delta \int_{t}^{t+\delta}\left\langle X_{s}^{T}, \frac{1}{2} \Delta \phi\right\rangle^{2} d s\right] \\
& \left.\leq 2 T^{-(d / 2+1)} E \int_{t}^{t+\delta} \sum_{i}\left|\nabla \phi\left(x_{i}(T r) T^{-1 / 2}\right)\right|^{2} e^{-2 \alpha\left(T-s_{i}(T r)\right.}\right)\left(Z_{T r, T}^{\left.x_{i}(T r) / T^{1 / 2}\right)^{2} d r}\right. \\
& +2 T^{-d / 2} E\left[J_{t+\delta}^{T}(\phi)^{2}-J_{t}^{T}(\phi)^{2}\right]+2 \delta^{2} E \sup _{0 \leq s \leq 1}\left\langle X_{s}^{T}, \frac{1}{2} \Delta \phi\right\rangle^{2}  \tag{5.3}\\
& \left.\leq 2 T^{-(d / 2+1)} E \int_{t}^{t+\delta} \sum_{i}\left|\nabla \phi\left(x_{i}(T r) T^{-1 / 2}\right)\right|^{2} e^{-2 \alpha\left(T-s_{i}(T r)\right.}\right)\left(Z_{T r, T}^{x_{i}(T r) / T^{1 / 2}}\right)^{2} d r \\
& +K \beta \delta \int_{R^{d}} \phi^{2}(y) d y+2 \delta^{2} E \sup _{0 \leq s \leq 1}\left\langle X_{s}^{T}, \frac{1}{2} \Delta \phi\right\rangle^{2},
\end{align*}
$$

for some constant $K$, where we have used the fact that

$$
E J_{t}^{T}(\phi)^{2}=T^{d / 2} \beta \int_{0}^{t} \int_{\mathcal{C}_{r r}} \phi^{2}(y) \operatorname{dyg}(T(1-r)) d r
$$

with

$$
g(t)=e^{-2 \alpha t} E Z_{t}^{2}=\left(m_{1}-1\right)^{-1}\left[m_{2}-\left(m_{2}-m_{1}+1\right) e^{-\alpha t}\right] .
$$

Using Doob's inequality for the martingale (4.14) we find a constant $K_{\phi}$ depending on $\phi$, such that

$$
E \sup _{0 \leq s \leq 1}\left\langle X_{s}^{T}, \frac{1}{2} \Delta \phi\right\rangle^{2} \leq K_{\phi} .
$$

Hence the last two terms in (5.3) are well-behaved for condition (5.2). The difficult term is

$$
\left.R_{t}^{T}(\phi)=T^{-(d / 2+1)} E \int_{t}^{t+\delta} \sum_{i}\left|\nabla \phi\left(x_{i}(T r) T^{-1 / 2}\right)\right|^{2} e^{-2 \alpha\left(T-s_{i}(T r)\right.}\right)\left(Z_{T r, T}^{x_{i}(T r) / T^{1 / 2}}\right)^{2} d r,
$$

for which we could not find a suitable estimate. A simple estimate would be

$$
R_{t}^{T}(\phi) \leq K T^{-(d / 2+1)} \delta E \sup _{0 \leq s \leq 1}\left\langle N_{s}^{T},\right| \nabla \phi| \rangle^{2},
$$

for some constant $K$. From the definition of $X^{T}$ and (4.9) we obtain

$$
\begin{aligned}
E \sup _{0 \leq s \leq 1}\left\langle N_{s}^{T},\right| \nabla \phi| \rangle^{2} & \leq 2 T^{d / 2} E \sup _{0 \leq s \leq 1}\left\langle X_{s}^{T},\right| \nabla \phi| \rangle^{2}+2 \sup _{0 \leq s \leq 1}\left(E\left\langle N_{s}^{T},\right| \nabla \phi| \rangle\right)^{2} \\
& \leq T^{d / 2} K_{1, \phi}+T^{d} K_{2, \phi} .
\end{aligned}
$$

Then

$$
R_{t}^{T}(\phi) \leq \delta\left[T^{-1} K_{1, \phi}^{\prime}+T^{d / 2-1} K_{2, \phi}^{\prime}\right]
$$

which does not allow us to conclude that

$$
\lim _{\delta \rightarrow 0} \limsup _{T \rightarrow \infty} R_{t}^{T}(\phi)=0
$$

for $d>2$.
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